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#### Abstract

The p38-mitogen-activated protein kinases (p38-MAPKs) belong to a family of serine-threonine kinases activated by pro-inflammatory or stressful stimuli that are known to be involved in several diseases. Their biological importance, related to the release of inflammatory pro-cytokines such as tumor necrosis factor- $\alpha$ (TNF- $\alpha$ ) and interleukin-1 (IL-1), has generated many studies aiming at the development of selective inhibitors for the treatment of inflammatory diseases. In this work, we developed receptor-based three dimensional (3D) quantitative structure-activity relationship (QSAR) models for a series of 33 pyridinyl imidazole compounds [Liverton et al. (1999) 42:2180], using a methodology named free-energy force-field (FEFF) [Tokarski and Hopfinger (1997) 37:792], in which scaled intra- and intermolecular energy terms of the Assisted Model Building Energy Refinement (AMBER) force field combined with a hydration-shell solvation model are the independent variables used in the QSAR studies. Multiple temperature molecular-dynamics simulations (MDS) of ligand-protein complexes and genetic-function approximation (GFA) were employed using partial least squares (PLS) as the fitting functions


[^0]to develop FEFF-3D-QSAR models for the binding process. The best model obtained in the FEFF-3D-QSAR receptor-dependent (RD) method shows the importance of the van der Waals energy change upon binding and the electrostatic energy in the interaction of ligands with the receptor. The QSAR equations described here show good predictability and may be regarded as representatives of the binding process of ligands to p38-MAPK. Additionally, we have compared the top FEFF-3D-QSAR model with receptor independent (RI) 4D-QSAR models developed in a recent study [Romeiro et al. (2005) 19:385].
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## Introduction

Molecular modeling using structure-based design methods, in which the three-dimensional (3D) structures of the receptor or ligand-receptor are known, have been widely used in drug design [1-5]. Such methods aim at a better understanding of the features involved in the ligandreceptor binding process. A few methods that use structural information to build receptor-dependent 3D-quantitative structure-activity relationships (RD-3D-QSAR) have also been developed in the past years. They represent an effort to shed light on the physicochemical properties involved in the binding of a ligand to its receptor, by means of a representation of the thermodynamics of binding [6-8].

Hopfinger and coworkers have described a new approach to RD-3D-QSAR formalism termed free-energy force-field (FEFF) 3D-QSAR analysis [8-10]. The FEFF methodology computes the enthalpic and entropic terms for ligandreceptor complexes in a solvent medium. The set of enthalpic and entropic contributions to binding is treated as the independent variables that are used in 3D-QSAR to generate QSAR models. Optimum FEFF-3D-QSAR models are constructed using a Genetic Algorithm coupled to the Partial Least Squares [genetic-function approximation-
partial least squares (GFA-PLS)] method [11]. The ligandreceptor binding states are sampled by means of molecular dynamics simulations (MDS) of reduced models of the ligand-receptor complexes, in an attempt to keep a good compromise between geometric and energetic stability of the system while retaining the reliability of the models.

This paper reports the use of FEFF-3D-QSAR analysis of a set of inhibitors of p38-mitogen-activated protein kinases (p38-MAPK), a member of the large family of protein kinases [12-17] whose function has been related to many diseases, such as diabetes, cancer, and rheumatoid arthritis [12-17]. Due to the biological importance of this protein family in the release of inflammatory procytokines, such as the tumor necrosis factor- $\alpha$ (TNF- $\alpha$ ) and interleukin-1 (IL-1), there has been a great effort in the search for new potent and selective inhibitors of this protein for the treatment of inflammatory diseases [18-27].

## Materials and methods

## The FEFF formalism

The free-energy force-field (FEFF) methodology has been described in full detail elsewhere [8]. Briefly, it represents the ligand-receptor interaction as follows:
$\underset{\text { (unbound) }}{\mathrm{LM}}+\mathrm{RM} \stackrel{K}{\rightleftarrows} \underset{\text { (bound) }}{\mathrm{LRM}}$
where L is the ligand, R is the receptor, M is the solvent medium, and $K$ is the equilibrium or binding constant. The binding free energy, $\Delta G$, of a ligand, L , to a receptor, R , in a solvent medium, $M$, is equal to the difference in the free energy of the bound and unbound states and can be expressed as:
$\Delta G=G_{\mathrm{LR}}-\left(G_{\mathrm{L}}+G_{\mathrm{R}}\right)=-k T \operatorname{Ln} K$
where $G_{\mathrm{LR}}$ is the free energy of the bound or complex state, $G_{\mathrm{L}}$ is the free energy of the unbound ligand, $G_{\mathrm{R}}$ is the free energy of the unbound receptor, $k$ is the gas constant, and $T$ is the temperature of the system. In spite of the fact that the free energy of formation of the complex, LRM, cannot actually be broken into a set of component terms, this kind of approximation is thought to be reasonable and has thus, been adopted as part of the empirical nature of the FEFF-3D-QSAR formalism. Based on these theories, the free energy of a ligand-receptor complex can be decomposed into its component terms:

$$
\begin{align*}
G_{\mathrm{LR}}= & {\left[G_{\mathrm{LR}}(\mathrm{LL})+G_{\mathrm{LR}}(\mathrm{RR})+G_{\mathrm{LR}}(\mathrm{MM})+G_{\mathrm{LR}}(\mathrm{LR})\right.} \\
& \left.+G_{\mathrm{LR}}(\mathrm{LM})+G_{\mathrm{LR}}(\mathrm{RM})\right] \tag{3}
\end{align*}
$$

in which $G_{\mathrm{LR}}(X Y)$ is related to the interaction between $X$ and $Y$ for LR (bound state).

Each term in Eq. 3 can be further partitioned in enthalpic $\left(H_{\mathrm{LR}}\right)$ and entropic $\left(S_{\mathrm{LR}}\right)$ contributions, according to the equation:
$G_{\mathrm{LR}}=H_{\mathrm{LR}}-T S_{\mathrm{LR}}$

Moreover, a representation of the enthalpic terms, $H_{\text {LR }}(X Y)$, can be obtained through the internal energy contribution, $E_{\mathrm{LR}}(X Y)$, as the work term, $P \Delta V$, of binding, can be neglected for small organic molecules (solutes) complexed with macromolecules at low concentrations. Therefore, we have:

$$
\begin{align*}
H_{\mathrm{LR}}= & E_{\mathrm{LR}}=\left[E_{\mathrm{LR}}(\mathrm{LL})+E_{\mathrm{LR}}(\mathrm{RR})+E_{\mathrm{LR}}(\mathrm{MM})\right. \\
& \left.+E_{\mathrm{LR}}(\mathrm{LR})+E_{\mathrm{LR}}(\mathrm{LM})+E_{\mathrm{LR}}(\mathrm{RM})\right] \tag{5}
\end{align*}
$$

The entropic contribution can be described as follows:

$$
\begin{align*}
S_{\mathrm{LR}}= & {\left[S_{\mathrm{LR}}(\mathrm{LL})+S_{\mathrm{LR}}(\mathrm{RR})+S_{\mathrm{LR}}(\mathrm{MM})\right.} \\
& \left.+S_{\mathrm{LR}}(\mathrm{LR})+S_{\mathrm{LR}}(\mathrm{LM})+S_{\mathrm{LR}}(\mathrm{RM})\right] \tag{6}
\end{align*}
$$

Finally, the free energies of the isolated ligand, $G_{\mathrm{L}}$, and the receptor, $G_{\mathrm{R}}$, can also be partitioned into the following components:

$$
\begin{align*}
& G_{\mathrm{L}}=\left[G_{\mathrm{L}}(\mathrm{LL})+G_{\mathrm{L}}(\mathrm{LM})+G_{\mathrm{L}}(\mathrm{MM})\right]  \tag{7}\\
& G_{\mathrm{R}}=\left[G_{\mathrm{R}}(\mathrm{RR})+G_{\mathrm{R}}(\mathrm{RM})+G_{\mathrm{R}}(\mathrm{MM})\right] \tag{8}
\end{align*}
$$

As we have demonstrated with the other terms, the enthalpic contributions of $L, R$, and $L R$ at low solute concentrations can also be represented by the change in their individual free-energy force-field terms:

$$
\begin{align*}
\Delta G= & \alpha_{1} \Delta E_{\text {stretch }}+\alpha_{2} \Delta E_{\text {bend }}+\alpha_{3} \Delta E_{\text {torsion }} \\
& +\alpha_{4} \Delta E_{\text {vdW }}+\alpha_{5} \Delta E_{\text {electrostatic }}  \tag{9}\\
& +\alpha_{6} \Delta E_{\text {hydrogenbonding }}+\alpha_{7} \Delta E_{\text {solvation }} \\
& +\alpha_{8} T \Delta S
\end{align*}
$$

In Eq. $9, \Delta E_{\text {stretch }}$ corresponds to unbound to bound change in internal energy for bond stretching, $\Delta E_{\text {bend }}$ corresponds to the change in bond angle bending energy, $\Delta E_{\text {torsion }}$ represents the change in the torsional energy, $\Delta E_{\mathrm{vdW}}$ is the change in the van der Waals interaction energy, $\Delta E_{\text {electrostatic }}$ is the change in the electrostatics interaction energy, $\Delta E_{\text {hydrogen bonding }}$ is the change in the hydrogen bonding energy, $\Delta E_{\text {solvation }}$ is the change in the solvation energy, and $\Delta S$ is the change in the conformational and alignment entropy of the L, R, M system, which can also be partitioned into its individual components.

Most of these terms are included in a classical molecular mechanics force field, and their retrieval from molecular dynamics sampling is the basis of a FEFF-3D-QSAR. The solvation energy may be obtained using the hydration shell method proposed by Hopfinger and Koehler [28]. However, only the L and R components to the free energy of aqueous solvation can be extracted from this model. Furthermore, if a common binding mode in a series of structurally related molecules is generally assumed, the entropic terms may be neglected.

## Biological data set

The co-crystal structure of p38-MAPK with SB-203580 (4-(4-fluorophenyl)-2-(4-methylsulfinylphenyl)-5-(4-pyri-dinyl)-1H-imidazole) (1a, Fig. 1), the prototype inhibitor of the pyridinyl imidazole class and other analogous compounds, shows that these inhibitors partially occupy the ATP binding site, preventing further phosphorylation of p38-MAPK [29, 30]. Liverton and coworkers [22] have reported the synthesis and the anti-inflammatory activity evaluation of a series of potent and selective substituted imidazole inhibitors of p38-MAPK [16] that are improved analogues of compound $\mathbf{1 a}$.

Figure 2 and Table 1 show the structural features and the biological activities ( $\mathrm{pIC}_{50}$ ) of $\mathbf{1 a}$ and the 32 imidazole p38-MAPK inhibitors ( $\mathbf{2 a - t}, \mathbf{3 a - d}, \mathbf{4 a - \mathrm { g }}$, and 5a) reported by Liverton and coworkers [22]. The $\Delta G$ values of binding for these compounds are not available but it has been assumed that they scale to the measured $50 \%$ nanomolar inhibition values, $\mathrm{IC}_{50}(\mathrm{nM})$, using the purified enzyme [22], whose values range from 0.11 to $2,100 \mathrm{nM}$. In this series, the aminobenzyl-substituted pyrimidine compounds demonstrate higher activity against this enzyme than the corresponding pyridine compounds [22]. The $\mathrm{IC}_{50}(\mathrm{nM})$ values were converted to molar units and then expressed in negative logarithmic units, $-\operatorname{logIC}{ }_{50}$ or $\mathrm{pIC}_{50}$ (Table 1).


Fig. 1 Compound 1a (SB-203580, $\mathrm{pIC}_{50}=7.41$ ), the prototype p38MAPK inhibitor of the pyridinyl imidazole class, is used as a reference compound for the alignments of the training and test set compounds


1a, 2a-2t, 3a-3d, 4a-4g


5a

Fig. 2 General structure of compounds 1a, 2a-2t, 3a-3d, 4a-4g, and 5a, developed by Liverton et al. 1999 [22]. See Table 1 for further structural details

The FEFF-3D-QSAR models were developed and crossvalidated (internal validation) using a set of 28 compounds (training data set), selected from the original 33 compounds. The best models were externally validated with the use of five compounds ( $2 e, 2 i, 2 l, 3 a$, and $4 a$ ) (evaluation or test data set), selected from the original 33 compounds. Care was taken to include all classes of compounds in both the training and test sets.

Building and energy minimization of the ligands
The three-dimensional (3D) structures of the training and test set (Fig. 2) were constructed using the Builder module available in the Insight II molecular modeling package [31], using the structure of 1a (SB-203580) co-crystallized with p38-MAPK [30] as a template. This structure is the bound conformation to the enzyme active site, or the active conformation of compound 1a. The crystallographic structure of human p38-MAPK co-crystallized with 1a is available in the Protein Data Bank (PDB) [32] under the PDB code 1A9U [32]. After building the molecules of the training and test set, each structure was subsequently energy-minimized and the partial atomic charges were assigned using the AM1 semiempirical method [33], available in the Insight II package [31].

## Protein model size determination

The crystallographic structure of p 38 -MAPK complexed with $\mathbf{1 a}$ contains 2,834 atoms, considering only the heavy atoms from the 354 amino acid residues [30]. As it is less time-consuming to restrict the MDS analysis to a region around the active site, protein binding-site models were constructed using the "pruning" method developed by Hopfinger and colleagues [8] (Fig. 3), which consists in the pruning of the protein using spheres of different diameters, which in this work were of 10,12 , and $14 \AA$ radii, centered around the center of the active site.

This procedure was performed using Hyperchem version 5.01 [34], under the option "select sphere" and the selection mode on residues, so that we would include the whole residues in the sphere. Missing peptide linkages left

Table 1 Structural features and $\mathrm{pIC}_{50}$ values of compounds $\mathbf{1 a}, \mathbf{2 a}-\mathbf{2 t}, \mathbf{3 a} \mathbf{- 3 d}, \mathbf{4 a - 4} \mathbf{g}$, and $\mathbf{5 a}$ [22]. Training set compounds are in bold and test set compounds are in bold italics

| Cmpd Nr. | Structural features |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $R_{1}$ | $R_{2}$ | $R_{3}$ | X | Y | $\mathrm{pIC}_{50}$ |
| 1a | $4-\mathrm{SOCH}_{3}-\mathrm{Ph}$ | 4-F-Ph | H | CH | NH | 7.41 |
| 2a | Ph | Ph | H | CH | NH | 6.74 |
| 2b | Ph | $3-\mathrm{CF}_{3}-\mathrm{Ph}$ | H | CH | NH | 7.07 |
| 2C | Ph | $4-\mathrm{CF}_{3}-\mathrm{Ph}$ | H | CH | NH | 6.70 |
| 2d | Ph | 2-Cl-Ph | H | CH | NH | 6.82 |
| $2 e$ | Ph | 3-Cl-Ph | H | CH | NH | 6.89 |
| 2 f | Ph | 4-Cl-Ph | H | CH | NH | 7.32 |
| 2g | Ph | 4-CN-Ph | H | CH | NH | 6.01 |
| 2h | Ph | $4-\mathrm{OCH}_{3}-\mathrm{Ph}$ | H | CH | NH | 6.52 |
| $2 i$ | Ph | 4-OH-Ph | H | CH | NH | 5.85 |
| 2 j | Ph | $4-\mathrm{Ph}-\mathrm{Ph}$ | H | CH | NH | 6.00 |
| 2k | Ph | $3-\mathrm{OH}-\mathrm{Ph}$ | H | CH | NH | 6.85 |
| 21 | Ph | 3-F-Ph | H | CH | NH | 6.31 |
| 2m | Ph | $3-\mathrm{OCH}_{3}-\mathrm{Ph}$ | H | CH | NH | 6.26 |
| 2n | Ph | 3,4-Cl-Ph | H | CH | NH | 7.55 |
| 20 | Ph | 3,5-Cl-Ph | H | CH | NH | 6.86 |
| 2p | Ph | $i-\mathrm{Pr}$ | H | CH | NH | 5.68 |
| 2q | H | 4-F-Ph | H | CH | NH | 6.77 |
| 2r | cyclohexyl | 4-F-Ph | H | CH | NH | 7.15 |
| 2s | piperidin-4-yl | 4-F-Ph | H | CH | NH | 8.05 |
| 2 t | piperidin-3-yl | 4-F-Ph | H | CH | NH | 7.72 |
| $3 a$ | Ph | Ph | H | N | NH | 6.15 |
| 3b | Ph | Ph | $\mathrm{CH}_{3} \mathrm{NH}$ | N | NH | 6.92 |
| 3C | Ph | Ph | $4-\mathrm{CH}_{3} \mathrm{COPhCH}_{2} \mathrm{NH}$ | N | NH | 7.42 |
| 3d | Ph | Ph | $\mathrm{NH}_{2}$ | N | NH | 7.24 |
| $4 a$ | piperidin-4-yl | $3-\mathrm{CF}_{3}-\mathrm{Ph}$ | $4-\mathrm{CH}_{3} \mathrm{COPhCH}_{2} \mathrm{NH}$ | N | NH | 8.12 |
| 4b | piperidin-4-yl | $3-\mathrm{CF}_{3}-\mathrm{Ph}$ | $\mathrm{NH}_{2}$ | N | NH | 8.15 |
| 4C | piperidin-4-yl | $3-\mathrm{CF}_{3}-\mathrm{Ph}$ | $(S)-\mathrm{PhCH}\left(\mathrm{CH}_{3}\right) \mathrm{NH}$ | N | NH | 9.12 |
| 4d | piperidin-4-yl | $3-\mathrm{CF}_{3}-\mathrm{Ph}$ | (R) $\mathrm{PhCH}\left(\mathrm{CH}_{3}\right) \mathrm{NH}$ | N | NH | 9.01 |
| 4e | piperidin-4-yl | $3-\mathrm{CF}_{3}-\mathrm{Ph}$ | $(S)-\mathrm{PhCH}\left(\mathrm{CH}_{3}\right) \mathrm{NH}$ | N | $\mathrm{NCH}_{3}$ | 9.96 |
| 4f | piperidin-4-yl | $3-\mathrm{CF}_{3}-\mathrm{Ph}$ | (R) $\mathrm{PhCH}\left(\mathrm{CH}_{3}\right) \mathrm{NH}$ | N | $\mathrm{NCH}_{3}$ | 8.82 |
| 4g | piperidin-4-yl | $3-\mathrm{CF}_{3}-\mathrm{Ph}$ | (S) $\mathrm{PhCH}\left(\mathrm{CH}_{3}\right) \mathrm{NH}$ | CH | $\mathrm{NCH}_{3}$ | 9.72 |
| 5a | piperidin-4-yl | $3-\mathrm{CF}_{3}-\mathrm{Ph}$ | $(\mathrm{S}) \mathrm{PhCH}\left(\mathrm{CH}_{3}\right) \mathrm{NH}$ | N | N | 5.91 |

in this procedure were filled and methyl groups added to "mimic" the missing $\alpha$-carbons, keeping the original geometries of the crystal structure. After that, we docked the largest inhibitor in the training set (4e, Fig. 2) using 1a as a template for the alignment, to create the model of a suitable size for further MDS analysis.

Docking of the ligands into the protein models
The energy minimized ligands were "docked" into the active site of the protein using the common imidazole ring of the bound inhibitor, 1a, as a reference for further rootmean square-deviation (RMSD) evaluations. The superimposition procedures were performed with the option "overlay" available in Hyperchem 5.01 [34]. The resulting bad contacts between the docked ligands and protein residues in the binding sites were manually relieved. After
the docking procedures, each complex was energy minimized using the modified Assisted Model Building Energy Refinement (AMBER) force field available in MOLSIM [35].

Molecular-dynamics simulations of the ligand-protein models

After the energy minimization of the ligand-protein models, molecular-dynamics simulations (MDS) were performed using the software MOLSIM [35] with a modified AMBER force field [36], at a temperature of 303 K for 10 ps , using a step size of 0.001 ps and a temperature bath with a relaxation time of 0.01 ps , coupled to the system. The nonbonded cutoff used was $10 \AA$ and a distance-dependent dielectric function $\left(\varepsilon_{\mathrm{r}}=D \times r_{\mathrm{ij}}\right)$ of $3.5 \times r_{\mathrm{ij}}$. The bound ligand, 1a, was used as the template for


Fig. 3 Schematic representation of the pruning sphere geometry used in the protein model size determination
comparison of the root mean square (RMS) fit of the trial models to the initial crystal structure.
This procedure is aimed at evaluating the conformational and binding integrity of the models, which was also made through the comparison of the total intermolecular van der Waals and electrostatic energies for each of the three protein trial models. It is important to notice that each model was also evaluated in relation to assigned fictitious masses of 2,500 or 5,000 au to the $\alpha$-carbon atoms of the protein backbone, to avoid larger deviations from the initial crystallographic geometry. Also, the methyl atoms added to the models were constrained with masses of 2,500 or $5,000 \mathrm{au}$, preventing the explosion of some unconnected residues.

## Molecular dynamics temperature sampling

As the temperature of a MDS can only be approximated to the corresponding real temperature of the system, the way the force field represents it may influence the relationship between actual and simulation temperatures [8]. For this reason, temperature is taken as a scaling variable in FEFF-3D-QSAR analyses by means of a temperature-sampling scheme [8] for the bound and unbound states of the system under study: that is, bound and unbound ligand and protein (protein model). In this work, we adapted this scheme and the MDS of the chosen ligand-protein models were initiated at 303 K , the temperature at which the biological tests were performed. A simulation length of 20 ps with a time step of
0.001 ps were used, and the system was coupled to a temperature bath with a relaxation time of 0.01 ps . Next, the lowest-energy conformation of the complex was chosen and the same procedure was repeated at $200,100,50,25$, and 10 K . At 10 K , both the ligand and the protein were isolated from the complex. The unbound protein was subjected to MDS for 10 ps , using the same conditions described above for the complexes, except that the temperature was increased to $25,50,100,200$, and 303 K .

In a similar fashion, the unbound ligands were submitted to MDS for 50 ps , using the same temperature scheme used for the protein. Solvation energies of the complexes and unbound ligand and protein were calculated using the hydration-shell model proposed by Hopfinger and colleagues [28]. All the internal energy contributions and their corresponding variations for both the bound and unbound states were collected for each simulation temperature and represent the independent variables of the lowest energy states used in the construction of the FEFF-3D-QSAR models.

Construction of the FEFF-3D-QSAR models
The independent (the force field and hydration-shell energy terms and their variations, collected in the previous step) and the dependent variables (the biological activity values, $\mathrm{pIC}_{50}$ ) correspond to the original Data Base (DB), which was submitted to GFA-PLS [11] calculations using the software Wolf version 5.5 [37]. The optimization of each DB was initiated using 100 randomly generated models, each of them having initially four variables. Mutation probability over the crossover optimization was set to a rate of $10 \%$ and the smoothing factor (it controls the number of independent variables in the models) was changed to find equations with three to six terms. We have used four to five components for the PLS regression and 10,000 to 60,000 crossover operations throughout this step of the methodology. The ten best FEFF-3D-QSAR models found by GFAPLS analysis [11] were ranked according to "lack-of-fit" factor of Friedman (LOF) values [37] and submitted to the "leave-one-out" cross-validation method. The principal statistical parameters that were evaluated were the following: $R^{2}$ (squared correlation coefficient), $Q^{2}$ (crossvalidated $R^{2}$ ), $Q_{\text {adjusted }}^{2}$ (adjusted cross-validated $Q^{2}$ ) [38], standard error of estimate (SE), residual of fit (predicted minus observed $\mathrm{pIC}_{50}$ values), and number of outliers.

## Results

Selection of the best ligand-protein model
To select the best ligand-protein model size and the most appropriate fictitious mass assignment for the MDS temperature sampling, the pruned complexes of compound 1a with the protein have been analyzed geometrically and
energetically, considering the 10,12 , and $14 \AA$ radii protein models and the fictitious masses of 2,500 and $5,000 \mathrm{au}$, adding up to six complexes.
The lowest-energy conformation of each one of the six complexes was used for the geometric and energetic comparisons, by means of the average values of the RMSD obtained with the superimposition with the initial complexes and the intermolecular energy values (Coulomb and van der Waals) of the selected ligand-protein models from the previous procedure, respectively.

In the comparison of the three models to which were assigned masses of $2,500 \mathrm{au}$, the lowest RMSD value ( $1.2 \AA$ ) for atomic movement was obtained for the $12-\AA$ radius model (Table 2). However, the other values were very close, 1.4 and $1.3 \AA$ for the 10 and $14 \AA$ radii models, respectively. Therefore, it may be concluded that these RMSD values did not allow the unequivocal selection of the best protein model size. As for the analysis of the intermolecular energy values, it was observed that the smaller energy value ( $-31.60 \mathrm{kcal} \mathrm{mol}^{-1}$ ) was obtained for the $12-\AA$ radius model, although the $10-\AA$ radius model has a close value ( $-30.92 \mathrm{kcal} \mathrm{mol}^{-1}$ ). However, the intermolecular energy value increases abruptly in the $14 \AA$ radius model ( $-17.5 \mathrm{kcal} \mathrm{mol}^{-1}$ ), which seems to indicate that, in the case of this model, the simulation was not done long enough to permit the protein model to reach equilibrium, which is presumably due to its larger number of atoms (Table 2).
When the three models with fictitious masses of 5,000 au were compared (Table 2), a similar behavior to the previous ones with masses of $2,500 \mathrm{au}$ was observed. The lower RMSD value ( $1.2 \AA$ ) was obtained for the $10-$ and $12-\AA$ radii models, while the $14-\AA$ radius model also showed a close RMSD value ( $1.3 \AA$ ). Moreover, analyzing the intermolecular energy values, it was seen that the lowest energy value, $-32.29 \mathrm{kcal} \mathrm{mol}^{-1}$ was obtained for the $12-\AA$ radius model, although the $10-$ and $14-\AA$ radii models also have close values, -31.02 and $-31.21 \mathrm{kcal} \mathrm{mol}^{-1}$, respectively (Table 2).

Table 2 Root mean square deviation (RMSD) and intermolecular complex energy $\left(E_{\mathrm{LR}}(\mathrm{LR})\right)$ related to the three models obtained using 1a co-crystallized with p38-MAPK, with 10,12 , and $14 \AA$ radii and assigning 2,500 and 5,000 au masses (in atomic units) to the atoms in the enzyme backbone

| Protein <br> backbone atoms | Fictitious mass 2,500 au Fictitious mass 5,00 au |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
| Radius $^{\mathrm{a}}(\AA)$ | $\mathrm{RMSD}^{\mathrm{b}}$ <br> $(\AA)$ | $E_{\mathrm{LR}}(\mathrm{LR})^{\mathrm{c}}$ <br> $\left.\mathrm{mol}^{-1}\right)$ | (kcal | $\mathrm{RMSD}^{\mathrm{b}}$ <br> $(\AA)$ |
| 10 | 1.4 | -30.92 | $E_{\mathrm{LR}}(\mathrm{LR})^{\mathrm{c}}(\mathrm{kcal}$ <br> $\left.\mathrm{mol}^{-1}\right)$ |  |
| 12 | 1.2 | -31.60 | 1.2 | -31.02 |
| 14 | 1.3 | -17.50 | 1.2 | -32.29 |

[^1]These data show that there is a greater stability in the ligand-protein interaction, either in a geometric (close RMSD values) or in an energetic sense (close intermolecular energy values), when fictitious masses of 5,000 au were assigned to the protein backbone atoms, due to the restriction of the protein degrees of freedom. For that reason, the $5,000-\mathrm{au}$ mass assignment scheme was selected as the best one for the FEFF-3D-QSAR studies.

In addition, as the analysis of the three models with fictitious masses of 5,000 au showed close RMSD and intermolecular values, the $12-\AA$ radius model was chosen, which kept reasonable geometric conservation in relation to the crystallographic structure, while maintaining the Coulomb and van der Waals intermolecular energy values close to those obtained for the $10-$ and $14-\AA$ radii models (Table 2).

Selection of the best FEFF-3D-QSAR models according to the MDS temperature sampling

MDS temperature is one of the parameters in the FEFF-3DQSAR methodology. Therefore, considering the six temperature values that were evaluated in the MDS studies, namely, $303,200,100,50,25$, and 10 K , six different Data Bases were generated: DB1, DB2, DB3, DB4, DB5, and DB6, respectively.

The analysis of the best models obtained for each simulation temperature showed $Q_{\text {adjusted }}^{2}$ values in a wide range ( $0.30-0.77$ ), as can be seen in plot I (Fig. 4).

The models with four to six terms obtained from the temperatures of 303 K (DB1) and 50 K (DB4) have the best $Q_{\text {adjusted }}^{2}$ values ( 0.56 to 0.77 ). Except for the models derived from the temperatures of 200 and 100 K , the


Fig. $4 Q_{\text {adjusted }}^{2}$ values obtained for the best models with 3 to 6 terms for the FEFF MDS simulation temperatures after GFA-PLS optimization
$Q_{\text {adjusted }}^{2}$ values tend to decrease with decreasing simulation temperatures. This behavior may be associated to the decrease in the vibrational motion due to the reduction of the kinetic energy of the system as the energy terms show a lower variability (data not shown). In other words, as the system freezes, the models become less predictive, probably because the system tends to sample less states that are significant to the binding process.

An interesting feature was observed for the temperatures 200 and 100 K , which showed $Q_{\text {adjusted }}^{2}$ values unexpectedly lower in an average than the values obtained for the other temperatures of simulation. These temperatures likely correspond to transient, unstable states, located between the highest temperature of evaluation $(303 \mathrm{~K})$ and lower temperatures (50, 25, and 10 K ).

As the models with three and four terms have the lowest $Q_{\text {adjusted }}^{2}$ values and the models with six terms may represent an over fitting of the data in relation to the number of compounds in the training set, we considered for analysis only models with five terms from this point forward. The criteria used for the selection of the best models were as follows: (1) models with five terms; (2) models with $Q_{\text {adjusted }}^{2}$ values $\geq 0.60$; and (3) models with the highest $Q_{\text {adjusted }}^{2}$ values.

Based on these criteria, models A and B (Table 3) were selected as the most representative of the set of models. Model A corresponds to the five-term model obtained from DB1 ( 303 K ) and model B corresponds to the five-term model obtained from DB4 ( 50 K ). The definitions of the force field energy terms present in the best FEFF-3DQSAR models obtained from DB1 (model A) and DB2 (model B) are given in Table 4.

Analysis of the best FEFF-3D-QSAR models (models A and B)

The best FEFF-3D-QSAR models, namely, models A ( 303 K ) and $\mathrm{B}(50 \mathrm{~K})$, were previously selected as the most representative of the set of models. The analysis of the cross-correlation matrix between the residuals of models A and $B$, showed that they are not meaningfully correlated, as the value of $R$ is 0.23 , which is very low. This means that the two models are providing different explanatory information about the data set.

In addition, one needs to analyze the cross-correlation matrix of the descriptors of the models individually. In
general, $R$ values $\geq 0.75$ indicate a high degree of correlation, which is not desirable, as each descriptor should contribute in a unique way to the models. Consequently, the hypothesis of excluding such models has to be taken into consideration. However, in the FEFF-3D-QSAR ligand-protein models, there is always the chance of some degree of correlation [8], and it is necessary to investigate each case, judging if the correlation is fortuitous, that is, if it is purely mathematical (numerical), and in this case the model should not be invalidated, or if the correlation is real, that is, if the descriptors supply the same type of information about the ligand-receptor system. In this case the model should be excluded. Moreover, even when the correlation is real, the descriptors may supply, partially, the same type of information, or they may be indirectly correlated. In this case, the descriptors likely give some essential insight on the mechanistic nature of the binding process and the model is valid.

## Analysis of the FEFF-3D-QSAR model A (303 K)

In the case of model A , an analysis of the cross-correlation matrix of the descriptors (Table 5) showed no significant correlation, except for an inverse correlation between the pairs $E_{\mathrm{LR}, \mathrm{ele}}(\mathrm{RR})$ and $\Delta E_{\mathrm{L}, \mathrm{ele}}(\mathrm{LL})(R=-0.50)$ and $\Delta E_{\mathrm{L}}$, ele $(\mathrm{LL})$ and $E_{\mathrm{L}, \text { bend }}(\mathrm{LL})(R=-0.52)$.

The first pair of correlated terms: $E_{\mathrm{LR}, \mathrm{ele}}(\mathrm{RR})$, that represents the total electrostatic energy of the protein in the complex, and $\Delta E_{\mathrm{L}, \text { ele }}(\mathrm{LL})$, which represents the total electrostatic energy of the ligand upon binding, suggest that both are giving individual contributions to model A but there is some partial or indirect correlation between them, as the electrostatic energies of ligand and protein are mutually dependent. Also, both terms have a negative coefficient in the model (Table 3), meaning that the energies must be negative (therefore favorable) to enhance the activity. This observation suggests that electrostatic energy is playing a very important role in the total binding energy.

The second pair of correlated terms corresponds to $E_{\mathrm{L}}$, bend $(\mathrm{LL})$, which represents the bending energy of the unbound ligand and $\Delta E_{\mathrm{L}, \text { ele }}(\mathrm{LL})$, which represents the total variation of the electrostatic energy of the ligand upon binding. It is clear in this case that the variation of the electrostatic energy of the ligand upon binding is dependent on the bending energy of the isolated ligand. The latter term is presumably responsible for variations in interatomic distances upon which the electrostatic energy is dependent.

Table 3 Top FEFF-3D-QSAR models obtained from MDS at 303 K (DB1, model A, 5 terms) and 50 K (DB4, model B, 5 terms) for the training set of 28 compounds, inhibitors of p38-MAPK [22]

| Model | Equation |
| :--- | :--- |
| A | $\mathrm{pIC}_{50}=6.00-0.016 \times E_{\mathrm{LR}}-0.006 \times E_{\mathrm{LR}, \mathrm{ele}}(\mathrm{RR})-0.080 \times \Delta E_{\mathrm{L}, \mathrm{ele}}(\mathrm{LL})+0.069 \times E_{\mathrm{L}, \mathrm{bend}}(\mathrm{LL})-0.057 \times E_{\mathrm{R}, \mathrm{vdW}}(\mathrm{RR})$ |
|  | $N=28 ; \mathrm{LOF}=0.45 ; \mathrm{SE}=0.187 R^{2}=0.848 ; Q^{2}=0.761$ |
| B | $\mathrm{pIC}_{50}=7.118+0.134 \times \Delta E_{\text {torsion }}-0.091 \times E_{\mathrm{LR}, \mathrm{ele}}(\mathrm{LL})+0.237 \times \Delta E_{\mathrm{L}, \mathrm{vdW}}(\mathrm{LL})+0.072 \times \Delta E_{\mathrm{R}, \mathrm{vdW}}(\mathrm{RR})+0.041 \times E_{\mathrm{LR}}$ |
|  | $N=28 ; \mathrm{LOF}=0.49 ; \mathrm{LSE}=0.203 ; R^{2}=0.835 ; Q^{2}=0.697$ |

Table 4 Definition of the freeenergy force-field (FEFF) energy terms present in the best FEFF-3D-QSAR equations

| FEFF | Definition |
| :--- | :--- |
| $E_{\mathrm{LR}}$ | The total electrostatic and van der Waals intermolecular energy of the complex |
| $E_{\mathrm{LR}, \mathrm{ele}}(\mathrm{RR})$ | The intramolecular electrostatic energy of the bound receptor |
| $\Delta E_{\mathrm{L}, \mathrm{ele}}(\mathrm{LL})$ | The change in the intramolecular electrostatic energy of the ligand on binding |
| $E_{\mathrm{L}, \text { bend }}(\mathrm{LL})$ | The bending energy of the unbound ligand |
| $E_{\mathrm{R}, \mathrm{vdw}}(\mathrm{RR})$ | The intramolecular van der Waals energy of the unbound receptor |
| $\Delta \mathrm{E}_{\text {torsion }}$ | The change in torsional energy on binding |
| $E_{\mathrm{LR}, \mathrm{ele}}(\mathrm{LL})$ | The electrostatic energy of the bound ligand |
| $\Delta E_{\mathrm{L}, \mathrm{vdw}}(\mathrm{LL})$ | The change in the van der Waals energy of the ligand upon binding |
| $\Delta E_{\mathrm{R}, \mathrm{vdw}}(\mathrm{RR})$ | The change in the van der Waals energy of the receptor upon binding |

In spite of being different energy terms, there may be a partial or indirect dependence between them, leading both terms to contribute for a better understanding of the ligandprotein binding process.
Interestingly, the energy term, $E_{\mathrm{L}, \text { bend }}(\mathrm{LL})$, in model A, has a positive coefficient (Table 3), suggesting that the energy associated with angle deformation (bending) of the unbound ligand should be positive (unfavorable), if we want to increase the activity. In fact, due to the evolutive model generation process with the GFA-PLS method, we may suggest that this term represents, statistically, the total intramolecular energy variation of the ligand in the binding event. Thus, this term may be a "survivor" of the expression " $E_{\mathrm{LR}}(\mathrm{LL})-E_{\mathrm{L}}(\mathrm{LL})$ " in the model optimization process, that includes the $E_{\mathrm{L}, \text { bend }}(\mathrm{LL})$ term [10]. This definition makes physical sense in the classic ligandreceptor binding mechanism, as the electrostatic energy of the ligand-protein complex should be more negative (favorable) than the sum of the electrostatic energies of unbound ligand and protein, to favor ligand-protein complex formation energetically. Besides, it is important to emphasize that the main objective in the drug development process is not to find a ligand with the absolute intramolecular energy at a minimum, to achieve optimum activity but to have an energy variation between the bound and unbound states at a minimum.
It should be noted that the energy terms $E_{\mathrm{LR}}$ and $E_{\mathrm{R}}$, $\mathrm{vdW}(\mathrm{RR})$ in model A are effectively orthogonal to the other descriptor terms in the model. The term $E_{\mathrm{LR}}$, which

Table 5 Linear cross-correlation matrix of the energy descriptors of model A, obtained from DB1 ( 5 terms) at 303 K , for the training set of 28 compounds, inhibitors of p38-MAPK [22]

|  | $E_{\mathrm{LR}}$ | $E_{\mathrm{LR},}$ <br> ele $(\mathrm{RR})$ | $\Delta E_{\mathrm{L},}$ <br> ele $(\mathrm{LL})$ | $E_{\mathrm{L},}$, <br> bend $(\mathrm{LL})$ | $E_{\mathrm{R},}$ <br> $\mathrm{vdw}(\mathrm{RR})$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $E_{\mathrm{LR}}$ | 1.00 |  |  |  |  |
| $E_{\mathrm{LR},}$ | -0.15 | 1.00 |  |  |  |
| ele $(\mathrm{RR})$ |  |  |  |  |  |
| $\Delta E_{\mathrm{L},}$ | 0.07 | -0.50 | 1.00 |  |  |
| ele $(\mathrm{LL})$ |  |  |  |  |  |
| $E_{\mathrm{L}, \text { bend }}(\mathrm{LL})$ | 0.00 | 0.13 | -0.52 | 1.00 |  |
| $E_{\mathrm{R},}$ | -0.09 | -0.29 | -0.07 | 0.24 | 1.00 |
| vdW(RR) |  |  |  |  |  |

corresponds to the intermolecular energy (electrostatic and van der Waals) between the ligand and the protein has a negative coefficient, meaning that energy should be more negative to increase activity. In fact, the analysis of the Data Base obtained for the MD simulations at 303 K reveals that the values of $E_{\mathrm{LR}}$ for the most active compounds from series 3 and 4 (Fig. 2) tend to be more negative (data not labeled).

Finally, the presence of the term $E_{\mathrm{R}, \mathrm{vdW}}(\mathrm{RR})$, that represents the intramolecular van der Waals energy of the protein, reinforces the interpretation that the electrostatic and van der Waals energy, either from the ligand or the protein, predominate in model A, indicating that the FEFF-3D-QSAR obtained fits a classic ligand-receptor model in which there is charge-charge interaction complementarity in the system and a predominance of nonbound energy terms. In agreement with this result, the analysis of the Data Base (data not labeled) shows a trend of decreasing (favorable) values with increasing activity for $E_{\mathrm{R}, \mathrm{vdW}}(\mathrm{RR})$, thus, supporting the model.

## Analysis of the FEFF-3D-QSAR model B ( 50 K )

An analysis of the cross-correlation matrix of the descriptors of model B (Table 6), reveals that, in general, these descriptors are more cross-correlated than the descriptors in model A (Table 5). This is not an unexpected behavior because as temperature decreases, the system "freezes", and kinetic energy decreases. Consequently, the variance of the energy terms is low, increasing the chance of cross-correlation. The most correlated energy terms in model B (Table 6) are the pairs: $\Delta E_{\mathrm{L}, \mathrm{vdW}}(\mathrm{LL})$ and $\Delta E_{\mathrm{R}}$, $\mathrm{vdW}(\mathrm{RR})(R=-0.85)$; and $\Delta E_{\mathrm{R}, \mathrm{vdW}}(\mathrm{RR})$ and $E_{\mathrm{LR}}(\mathrm{R}=0.64)$.

The first pair of correlated energy terms are, $\Delta E_{\mathrm{R}}$, $\mathrm{vdw}(R R)$, that represents the van der Waals intramolecular energy change of the protein between the bound and the unbound state and $\Delta E_{\mathrm{L}, \mathrm{vdW}}(\mathrm{LL})$, that represents the same energy change for the ligand. These two descriptors show a high inverse correlation coefficient ( $R=-0.85$ ). This correlation may indicate that the amount of energy that is gained by the protein (or the ligand) should be equivalent to the energy amount lost by the ligand (or the protein) in the binding process.

Table 6 Linear cross-correlation matrix of the energy descriptors in model B, obtained from DB4 ( 5 terms) at 50 K , for the training set of 28 compounds, inhibitors of p38-MAPK [22]

|  | $\Delta E_{\text {torsion }}$ | $\begin{aligned} & E_{\mathrm{LR},} \\ & \text { ele }(\mathrm{LL}) \end{aligned}$ | $\begin{aligned} & \Delta E_{\mathrm{L},} \\ & \mathrm{vdW}(\mathrm{LL}) \end{aligned}$ | $\begin{aligned} & \Delta E_{\mathrm{R},} \\ & { }_{\mathrm{vdW}}(\mathrm{RR}) \end{aligned}$ | $E_{\text {LR }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\Delta E_{\text {torsion }}$ | 1.00 |  |  |  |  |
| $E_{\text {LR, ele }}($ LL) | -0.01 | 1.00 |  |  |  |
| $\begin{aligned} & \Delta E_{\mathrm{L}} \\ & \mathrm{vdW}(\mathrm{LL}) \end{aligned}$ | 0.31 | -0.45 | 1.00 |  |  |
| $\begin{aligned} & \Delta E_{\mathrm{R}} \\ & \operatorname{vdW}(\mathrm{RR}) \end{aligned}$ | -0.46 | 0.40 | -0.85 | 1.00 |  |
| $E_{\text {LR }}$ | -0.29 | 0.52 | -0.46 | 0.64 | 1.00 |

It should be emphasized that both terms have positive coefficients in model B (Table 3), indicating that a positive energy change for both terms is activity- enhancing. It is not unreasonable that these energy changes are positive, as they are intramolecular terms, and may be related to negative entropy changes and also be balanced by favorable terms (negative), indirectly related to the intermolecular energy on the complex formation. It is also possible that these terms partially cancel each other, as both are positive and show a high inverse correlation coefficient value ( $R=-0.85$ ) (Table 6).

The second pair of cross-correlated energy terms ( $R=0.64$ ) correspond to $E_{\mathrm{LR}}$, the intermolecular energy of the complex and $\Delta E_{\mathrm{R}, \mathrm{vdW}}(\mathrm{RR})$, which has been previously described. This correlation shows that the intermolecular energy of the complex depends partially on the van der Waals energy change of the protein. It is also observed that both terms have positive coefficients in model B (Table 3). Considering the term, $\Delta E_{\mathrm{R}, \mathrm{vdW}}(\mathrm{RR})$, a positive coefficient indicates that the increase of the van der Waals intramolecular energy of the protein (or the ligand) upon binding is activity-enhancing. This is explained by the fact that, at lower temperatures as is the case here, dispersion interactions such as van der Waals energy may not be favorable due to reduction in the vibrational energy.

However, the positive coefficient of the term, $E_{\mathrm{LR}}$, seems unreasonable because it indicates that an increasing intermolecular energy of the complex is activity-enhancing. Presumably, this term is counterbalanced by the presence of other more energetically favorable terms in the model, such as the term $E_{\mathrm{LR}, \mathrm{ele}}(\mathrm{LL})$ that corresponds to the intramolecular electrostatic energy of the bound ligand. Hence, the negative coefficient of the term, $E_{\mathrm{LR}}$, ele (LL), of model B (Table 3) indicates that this term contributes to enhance the activity if it is negative (energetically favorable).

This counterbalancing of energy term descriptors is corroborated by the observation that the values of $E_{\mathrm{LR}}$ in the data base (data not labeled) tend to be more negative (favorable) for active compounds. It also reinforces the supposition that the electrostatic term has the greatest impact in balancing the intermolecular energy. Taking into consideration that there must be a good degree of charge distribution in the complex, it is not surprising that the
term, $E_{\mathrm{LR}, \mathrm{ele}}(\mathrm{LL})$, is one of the most correlated to activity $\left(\mathrm{pIC}_{50}\right), R=-0.55$ (data not labeled), indicating that, if the values for this energy term increases, activity decreases, and vice versa. Thus, we may conclude, that this might balance sacrificed or gained energy in the ligand-protein binding process.

Additionally, the term $\Delta E_{\mathrm{L}, \mathrm{vdW}}(\mathrm{LL})$, that is related to the variation in the intramolecular van der Waals energy of the ligand on binding, is observed to have the highest selfcorrelation with biological activity ( $R=0.64$, data not labeled), which corroborates its importance in the analysis of the energy terms related to the biological activity for this series of compounds.

Finally, the last energy term, $\Delta E_{\text {torsion }}$, that corresponds to the change in the total torsional energy of the ligand and the protein upon binding indicates that if its values are positive, there is an increase in the activity. The intramolecular change in torsional energy correlates to conformational entropy (molecular flexibility) and so it seems reasonable that it increases upon ligand-protein complex formation, meaning that there is an entropic penalty for the "fitting" of the ligand into the protein cavity. It is interesting that this descriptor has been selected in the model obtained at 50 K , when we should expect this variation to be small as it has been collected at a low temperature.

Comparative analysis of the descriptors of models $A$ and $B$

The analysis of the cross-correlation matrix of all the descriptors from models A and B showed some highly correlated pairs of descriptors (data not labeled), although the analysis of the residuals of the models result in a low correlation ( $R=0.23$ ). However, the occurrence of high correlation between some of the energy descriptors from these models should not invalidate any of them, as the observed correlation occurs among descriptors of different models.

Among the most correlated descriptors, the terms, $\Delta E_{\mathrm{L}}$, ele $(\mathrm{LL})$, of model A and $E_{\mathrm{LR}, \text { ele }}(\mathrm{LL})$, of model B are most highly correlated ( $R=0.93$ ). Both terms are related to the electrostatic energy of the ligand, showing equivalent coefficient values with the same sign (negative), indicating that these terms vary in the same proportion in both temperatures of evaluation ( 303 and 50 K ). Thus, the electrostatic term seems not to be particularly dependent on simulation temperature.
The terms, $E_{\mathrm{L}, \text { bend }}(\mathrm{LL})$, of model A and $\Delta E_{\mathrm{L}, \mathrm{vdW}}(\mathrm{LL})$, of model B are also highly correlated ( $R=0.84$ ). The first term is related to the angular deformation energy (bending energy) of the unbound ligand and the second to the van der Waals energy change of the ligand upon complex formation. They have coefficients of the same sign (positive), leading to the same interpretation as given for the first pair of descriptors described earlier. In both cases, we can conclude that those energy terms, which are highly correlated, are probably behaving as substitutes for one
another in the equations. That is, these two descriptor terms are being interchanged in the model building process.

An interesting feature that was observed is that the term $E_{\mathrm{LR}}$ present in both models $\mathrm{A}(303 \mathrm{~K})$ and $\mathrm{B}(50 \mathrm{~K})$, which is related to the intermolecular energy between the ligand and the protein, does not show any significant crosscorrelation ( $R=-0.30$ ). This result suggests that the intermolecular energy between the ligand and the protein varies differently in both temperatures, and more, contributes differently to the activity in models A and B. Corroborating this idea, this term has a negative coefficient sign in model A, while in model B , the coefficient sign is positive (Table 3). Besides, it is possible that both equations show a different balance of the energy terms due to the different temperatures from which the descriptors have been determined.
Finally, these data show that both models, in spite of the fact of having been generated at two different simulation temperatures ( 303 and 50 K ), can be representative of the FEFF-3D-QSAR methodology, as they have proven not to be mutually excluding but instead, complementary to one other.

Analysis of the internal and external predictivity of models A and B

The predictive power of models A and B were evaluated by using the $\mathrm{pIC}_{50}$ values for the compounds of the training and test set and the equations of models A and B. Figure 5 shows the plots of observed vs predicted $\mathrm{pIC}_{50}$ of models A and B obtained with the FEFF 3D-QSAR method for the p38-MAPK inhibitors [22]. The internal predictivity corresponds to the cross-validation procedure while the external predictivity corresponds to the calculated activity for the test set compounds, which were not part of the models' construction (the QSAR equations).
The residuals of fit and the standard deviation of the residuals (SDres) were computed, taking into consideration only the 28 compounds of the training set and, subsequently, the values of the five compounds of the test set were included, making up a total of 33 compounds (see Fig. 2 and Tables 1 and 7).
The analysis of Table 7 shows that model A has two outliers, compounds $\mathbf{1 a}$ and $\mathbf{2 b}$, based on the SDres of the training set, while model B exhibits only one outlier, compound, $\mathbf{2 p}$, again using the SDres obtained from the training set. Inclusion of the compounds of the test set in the calculation of the SDres values leads to an increase in the SDres values and consequently, the number of outliers also increases (Table 7).
Model A has three outliers; the first two from the training set ( $\mathbf{1 a}$ and $\mathbf{2 b}$ ) and one new outlier, compound $4 \boldsymbol{a}$ of the test set. Model B has only two outliers, compounds $2 i$ and $3 a$ of the test set. Compound 2p (training set) does not behave as an outlier in this analysis.

Thus, based upon the analysis of the data obtained at the temperature of 303 K (model A) and at 50 K (model B), model B has been selected as the most representative of the


Fig. 5 Plots of observed vs predicted $\mathrm{pIC}_{50}$ of models A and B obtained with the FEFF 3D-QSAR method for the p38-MAPK inhibitors [22]

FEFF-3D-QSAR methodology. Model B shows a smaller number of outliers than model A, considering the whole set of 33 compounds and also the outliers of model B belonging to the test set, that is, the outliers are part of the data used in constructing the model.

Table $7 Q_{\text {adjusted }}^{2}$, standard deviation of the residuals $\left(\mathrm{SD}_{\mathrm{res}}\right)$ and outliers observed in models A and B, with 5 terms, temperatures of 303 and 50 K , respectively, for the p38-MAPK inhibitors [22]

| Model | $Q_{\text {adjusted }}^{2}$ | $\mathrm{SD}_{\text {res }}{ }^{\mathrm{a}}$ | Outliers $^{\mathrm{a}}$ | $\mathrm{SD}_{\text {res }}^{\prime \mathrm{b}}$ | Outliers $^{\text {,b,c }}$ |
| :--- | :--- | :--- | :--- | :---: | :--- |
| A | 0.72 | 0.44 | $\mathbf{1 a}, \mathbf{2 b}$ | 0.57 | $\mathbf{1 a}, \mathbf{2 b}, \mathbf{4 a}$ |
| B | 0.65 | 0.46 | $\mathbf{2 p}$ | 0.68 | $\mathbf{2 i}, \mathbf{3 a}$ |

${ }^{\mathrm{a}} \mathrm{SD}_{\text {res }}$ and outliers considering only the training set (28 compounds)
${ }^{\mathrm{b}} \mathrm{SD}^{\prime \prime}$ res and outliers' including the test set (33 compounds)
${ }^{\text {c }}$ Test set compounds are in italics

## Analysis of the outliers of model B

As can be seen in Table 7, when only the training set is considered, model B ( 50 K ) has only one outlier, compound $\mathbf{2 p}$ (the less active amongst the 33 compounds), whose activity has been overestimated $\left(\mathrm{pIC}_{50 \text { pred }}=6.89\right.$ and $\mathrm{pIC}_{50 \mathrm{obs}=}=5.68$ ). As this is the only member of the training set which does not possess a phenyl ring in position 4 of the imidazole ring but has an alkyl (isopropyl) group as a substituent, it seems reasonable that this compound has a somewhat different structural profile from the other compounds of the training set, for instance, compound 2a of series 2 .

When the training and the test set (33 compounds) are jointly considered, model B has as outliers compounds $2 \boldsymbol{i}$ and $3 \boldsymbol{a}$ (Table 7). The structural analysis of compounds $2 i\left(\mathrm{pIC}_{50 \text { pred }}=7.85\right.$ and $\left.\mathrm{pIC}_{50 \mathrm{obs}=} 5.85\right)$, from the test set and $2 \mathrm{k}\left(\mathrm{pIC}_{50 \text { pred }}=6.74\right.$ and $\left.\mathrm{pIC}_{50 \mathrm{obs}}=6.85\right)$, from the training set, shows that these are the only members of the entire set of 33 compounds which possess a phenolic hydroxyl group in para and meta positions of the 4-phenyl ring, respectively. It is experimentally observed that $\mathbf{2 i}$ is less potent, by one logarithmic unit, than $2 \mathbf{k}$ (its regioisomer) and the reference compound, $\mathbf{2 a}\left(\mathrm{pIC}_{50 \mathrm{obs}=} 5.85\right)$, a nonsubstituted member of this series, by one logarithmic unit.

In the crystal structure of $\mathbf{1 a}$ bound to p38-MAPK (PDB code: 1A9U) [32], the amino group of residue Lys53 in the active site is oriented towards the nitrogen atom-3 of the imidazole ring of $\mathbf{1 a}$. This indicates a hydrogen bonding interaction between the $-\mathrm{NH}_{2}$ group (donor) and atom $\mathrm{N}_{3}$ of the imidazole ring (acceptor), or better, in the case of protonation of the amino group (Lys53) in the biological environment, there may be a hydrogen bonding strengthened by a positive charge $\left(-\mathrm{NH}_{3}^{+}\right)$.

In the case of compound $\mathbf{2 k}$, the phenolic hydroxyl in position meta may reorient the Lys53 flexible chain in such a way that the hydroxyl group can act as the acid hydrogen donor to the amino group (Lys53), favoring an electrostatic interaction of the type "phenoxide-ammonium", even stronger than a classic hydrogen bond. Another possibility, in the case of protonation of the amino group (Lys53), is that there may be a hydrogen bond strengthened by a positive charge in which the hydroxy-phenyl group acts as a hydrogen bond acceptor. To counterbalance this new interaction, the reorientation of these groups in the active site might weaken, or even eliminate other interactions, reducing the intermolecular binding energy in a competitive fashion, which is corroborated by the fact that $\mathbf{2 k}$ is less potent than 1a, but somewhat more active than $\mathbf{2 a}$.

Compound $2 \boldsymbol{i}$ has the hydroxyl group in the para position so that the same kind of reorientation in the active site is not likely to occur as Lys53 is more distant from the hydroxyl group. On the other hand, this compound may interact with other residues closer to the protein surface before entering the active site channel. This hypothesis could not be verified as MDS was not carried out to simulate the process of initial entrance of the ligand into the active site. This was only carried out in the case where the
ligand was effectively bound in the active site. It has been assumed that the ligand was already bound in the active site, by means of docking procedures, before performing the MDS step. For this reason, additional ligand-receptor interactions are seen when compared to the unsubstituted compound, 2a.

In fact, the visual inspection of Fig. 6, which is representative of the lowest energy conformations selected from the MDS of the ligand-protein complex for compounds $2 \boldsymbol{i}$ and $\mathbf{2 k}$ at 50 K , shows that both compounds keep the original orientation of $\mathbf{2 a}$. However, $2 \boldsymbol{i}$ makes extra hydrogen bonds with the oxygen atom of the carbonyl group of the peptide backbone of Ala51 and with the carboxylate group of Asp168. This observation supports the suggestion that the overestimation of its potency is due to the formation of additional hydrogen bonds, which, interestingly, are not observed for the compound $2 \mathbf{k}$ in the MDS.

Finally, for compound $3 \boldsymbol{a}$, whose predicted potency is overestimated ( pIC 50 pred $=7.88$ and $\mathrm{pIC}_{50 \text { obs }}=6.15$ ), we could not rationalize a comprehensive explanation for its outlier behavior. It was experimentally observed that the compounds of series 3 show the following decreasing order of potency: 3c, 3d, 3b, and $\mathbf{3 a}$. This order probably corresponds to an additional interaction site in relation to $\mathbf{3 a}$, the less active of the series, which is an analog of $\mathbf{2 a}$, except that a pyrimidine ring in $3 \boldsymbol{a}$ replaces the pyridine ring of 2a. Compound 2a $\left(\mathrm{pIC}_{50 \mathrm{obs}}=6.74\right)$ is somewhat more potent than $3 a\left(\mathrm{pIC}_{50 \mathrm{obs}=}=6.15\right)$ in the biological assays, probably because the nitrogen atom of the pyridine moiety is more basic than the corresponding nitrogen atom in the pyrimidine ring of $3 \boldsymbol{a}$, due to a second electronegative atom in the pyrimidine ring being a better hydrogen bonding acceptor.

The outlier behavior of $3 \boldsymbol{a}$ could be rationalized using the argument that it is the only compound in series 3 that does not have substituents on the pyrimidine ring. Therefore, as it was not included in the training set, the model has not been "trained" for its type of structure. Nonetheless, this argument does not seem too strong, as this compound is well represented by 2a, its pyridine analog, which is not an outlier.


Fig. 6 Lowest energy conformations selected from the MDS of the ligand-protein complexes for compounds $2 \boldsymbol{i}$ and $\mathbf{2 k}$, retrieved from the simulation at 50 K

## Comparison between RD-FEFF-3D-QSAR and RI-4D-QSAR

One of the drawbacks of FEFF-3D-QSAR methodology is that the models are composed completely of thermodynamic or force-field terms as descriptors [8, 39]. Such models do not furnish any visual 3D pharmacophore information of the ligand-protein binding event. Thus, we decided to compare the results from the RD-FEFF-3DQSAR (this work) and the RI-4D-QSAR (previous work) [40] methods. Therefore, the binding information in the model obtained in this work with the FEFF methodology (model B, Table 3) was compared with the grid cell occupancy descriptors (GCODs) of the best models obtained with the 4D-QSAR study (models B and D, Fig. 7 and Table 8) developed recently by our group using the same training and test sets [40].

In a strict sense, it is not correct to make a direct correlation between GCODs (4D-QSAR) and energy terms (FEFF) descriptors, because GCODs are localized molecular descriptors and the energy terms are global descriptors (thermodynamic) [41, 42]. However, we can make a qualitative correlation between the most significant descriptors from the best models obtained by the RI-4DQSAR method and the energy terms obtained from the RD-FEFF-3D-QSAR analysis. These descriptors and energy terms are the nonpolar (np) GCODs descriptors and the van der Waals energy terms, the polar positive ( $\mathbf{p}+$ ) GCODs descriptors and the electrostatic energy descriptors and the any atom type GCODs descriptors and both of the mentioned energy terms.

In the best models obtained by RI-4D-QSAR methods, GCODs ( $-1,0,-1$ ) and those ( $1,1,4$ ) in model B , and GCODs $(1,0,-1)$ and those ( $0,0,4$ ) in model D , are among the most significant descriptors (Fig. 7, Table 8). In forming a comparison/correlation with the best RD-FEFF-3DQSAR model, these nonpolar GCODs may be correlated to the descriptors, $\Delta E_{\mathrm{R}, \mathrm{vdW}}(\mathrm{RR})$ and $\Delta E_{\mathrm{L}, \mathrm{vdW}}(\mathrm{LL})$, that represent the van der Waals intramolecular energy change of the protein between the bound and the unbound state, and the same energy change for the ligand, respectively.

Also, it is reasonable to assume that the term $\Delta E_{\text {torsion }}$ that corresponds to the change in the total torsional energy of the ligand and the protein upon binding may also be related to the nonpolar GCODs mentioned above, and this


Fig. 7 Best models (B and D), obtained by the RI-4D-QSAR method using compound 4 e as a reference. Blue spheres indicate activity-enhancing pharmacophore sites, and red spheres indicate activity-decreasing pharmacophore sites [40]
energy difference can be influenced by the fit of the ligands in the protein pocket. The difference will be largely dependent on the surface fit of nonpolar groups to the surrounding amino acid residues lining the active site and which can be influenced by conformational freedom of both ligand and receptor.

As there are descriptors (GCODs and energy terms) with positive and negative coefficients, this seems to correlate well with our assumption that these terms are balancing each other, and also reinforces the importance of hydrophobic interactions for ligand binding to p38-MAPK.

Additionally, the term $E_{\mathrm{LR}, \text { ele }}(\mathrm{LL})$, which corresponds to the intramolecular electrostatic energy of the bound ligand, may correlate to $\operatorname{GCOD}(1,-2,5)(\mathrm{p}+)$, of the polar-positive IPE atom type. Both descriptor terms represent electrostatic interactions, possibly related to a conformational sponsored change in ligand charge distribution after the binding to the protein binding pocket.

As to the predictivity of the two models, the $Q^{2}$ values obtained for the RI 4D-QSAR models (Table 8) are better than those of the FEFF-3D-QSAR models (Table 3). This can be visualized better in Fig. 8, which shows the plots of observed vs predicted $\mathrm{pIC}_{50}$ values obtained with the best model from the 4D-QSAR (model D) and FEFF 3D-QSAR methods (model B). However, model D, the best model of 4D-QSAR methodology, has two molecules from the training set as outliers ( $\mathbf{2 f}$ and $\mathbf{2 n}$ ) when only the training set (data not shown) is considered, and none from the test set. Conversely, the best model of the FEFF-3D-QSAR method has only one outlier when we consider the training set only ( $\mathbf{2 p}$, Table 7) but two outliers ( $2 \boldsymbol{i}$ and $\mathbf{3 a}$ ) when the test set is also included. Thus, it is reasonable to conclude that even though the 4D-QSAR method may have better predictivity than FEFF-3D-QSAR approach in this particular study, the two methods are complementary to one another as they provide insights on the nature of the ligandprotein binding mechanism.

## Discussion and conclusions

The analysis of the models obtained by the receptordependent FEFF-3D-QSAR methodology showed that 50 K is the best simulation temperature for the construction of models using the compounds in this study. The best QSAR equation, model B, is shown to be predictive and to contain energy descriptors that represent the electrostatic and van der Waals contribution to the ligand-receptor interaction and ligand and receptor intramolecular energy terms that reinforce the importance of conformational changes, which include changes in entropy during the binding process.

As one of the reasons for performing the MDS at low temperatures was to capture solvent effects in the binding process, it is not too surprising that none of the solvation terms included in this work are present in the optimized models. Moreover, the intra- and intermolecular electrostatic and van der Waals energy terms may indirectly simulate solvent effects.

Table 8 Best models obtained with RI-4D-QSAR method for the training set of 28 inhibitors of p38-MAPK [22, 40]

## Model Equation

```
B \(\quad \mathrm{pIC}_{50}=6.78+28.00(-1,1,-1)(\) any \()+17.34(1,-2,5)(\mathrm{p}+)-3.53(1,1,4)(\mathrm{np})-2.14(-1,0,-1)(\mathrm{np})+1.12(-1,-1,0)(\) any \() ; N=28 ; R^{2}=0.89 ;\)
    \(\mathrm{SE}=0.14 ; Q^{2}=0.85 ; F=0.43\); LOF \(=0.25\)
D \(\quad \mathrm{pIC}_{50}=6.67+3.30(1,0,-1)(\mathrm{np})+8.29(-1,-2,2)(\) any \()-1.26(0,0,4)(\mathrm{np})+1.48(-1,-2,4)(\) any \() N=28 ; R^{2}=0.88 ; \mathrm{SE}=0.14 ; Q^{2}=0.86 ; F=0.61\);
    LOF \(=0.24\)
```

$N$ Number of compounds in the training data set, $R^{2}$ squared correlation coefficient, $S E$ standard error, $Q^{2}$ leave-one-out cross-validated $R^{2}$, $F$ Fischer's test of statistical significance, LOF Friedman's lack-of-fit score

We analyzed the individual correlations between the terms of model B and the solvation terms included in this work. A significant correlation $(R=0.52)$ is seen between the term, $\Delta E_{\mathrm{R}}(\mathrm{RM})$, which defines the solvation energy change of the receptor upon complex formation and the term $\Delta E_{\mathrm{L}, \mathrm{vdW}}(\mathrm{LL})$, which defines the intramolecular van der Waals energy change of the ligand upon complexation. The correlation of these energy terms seemingly reflects the change in the protein solvent accessible surface upon complex formation, which depends directly on the surface of the ligand.

Moreover, the correlation of these FEFF-3D-QSAR terms with activity reveals a greater positive correlation ( $R=0.64$ ) for the term, $\Delta E_{\mathrm{L}, \mathrm{vdW}}(\mathrm{LL})$, in comparison to the


Model B (FEFF-3D-QSAR)


Fig. 8 Plot of observed vs predicted $\mathrm{pIC}_{50}$ values obtained with the best models from the 4D-QSAR (model D) and FEFF 3D-QSAR methods (model B)
term, $\Delta E_{\mathrm{R}}(\mathrm{RM})(R=0.45)$, supporting the selection of the $\Delta E_{\mathrm{L}, \mathrm{vdW}}(\mathrm{LL})$ term in the model optimization by the genetic algorithm approach.

The outlier behavior of compound $\mathbf{2 i}$ in model B emphasizes the inherent limitation of 3D-QSAR methodologies, which assume that ligands in a congeneric series bind to the active site of the protein in a similar binding mode. The step that corresponds to the ligand reaching the binding site is left out of the QSAR analysis. Nonetheless, the FEFF-3D-QSAR methodology was able to distinguish this compound, among the others, as an outlier, as, in fact, it is one of the less potent compounds in the series.

In conclusion, the FEFF-3D-QSAR models generated here are shown to incorporate physicochemical features that are thought to be involved in ligand-receptor interactions. Also, it seems that the balance or complementarity of energy terms in the ligand and protein alone, or in complex, are required and well represented in the optimized models. One interesting feature observed is the absence of solvation terms in the best QSAR equations. However, the presence of electrostatic terms linked to conformational variations in the active site, appear to capture the type of "packing" that happens on a solvated molecular system. Thus, we may conclude that reduction of the kinetic energy of the system (by lowering the temperature of sampling) is a reasonable tool to explore the nature of solvent-dependent interactions between ligand and protein.

Additionally, we have noticed the influence of simulation temperature in the representation of van der Waals interactions. This behavior should be analyzed very carefully given the accepted understanding of ligandreceptor intermolecular forces upon binding, when designing new p38-MAPK inhibitors. The best FEFF-3D-QSAR model obtained at the temperature of 50 K has been shown to be predictive and, therefore, may be a good tool to employ in structure-based design of new p38-MAPK inhibitors.

Finally, the binding information in the model obtained in this work with the RD FEFF-3D-QSAR methodology was compared with the GCODs of the best models obtained with a previous RI-4D-QSAR study, developed recently by our group using the same training and test sets [40]. We concluded that the best models obtained with these two methodologies comprise classic nonpolar and electrostatic contributions, and that each of the two types of models complement one another, providing insight as to the nature of the ligand-receptor binding mechanism.
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